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ABSTRACT

Many algorithms have been proposed for detectidgosshot boundaries and classifying shot
and shot transition types. Here we are using fdtferdnt methods for comparison, using GIST,

Segmentation, Color Histogram and Motion Activitis€riptor.
KEYWORDS: Video ShotDetection Techniques, Visual Communication.
INTRODUCTION

Shot-boundary detection is the first step towadsne extraction in videos, which is useful for
video contentanalsis and indexing. Shots are basic units of a aidEhere are many types of
transitions between shots. Shot boundaries catalssified into two main categories: cut and gradaal
cut is an abrupt shot change that occurs overglesframe while a gradual is a slow change thatiescc
in a number of consecutive frames. With the gradye¢, fades and dissolves are common. A fade is
usually a change in brightness with one or sewsatid black frames in between, while a dissolveuosc
when the images in the current shot get dimmertl@dmages of the next shot get brighter[1]. Tasy
required for further video analysis such as:

» Person tracking, identification.
» high-level feature detection.
They provide cue about high-level semantics:
* Invideo production each transition type is choosefully to support the content and context.

» For example dissolves occur much more often inufeafiims and documentaries, while wipe

usually occur in news, sports and shows.

Problem: Given a video V consisting of n shotsgdfithe beginning and the end of each shot. It
is fundamental to any kind of video analysis andles application since it enables segmentation of a

video into its basic components.

Many approaches have been proposed for shot bopuddgection. The simplest approach is to
compute the differences between the color distidibgt of consecutive frames and use a threshold to
classify whether a hard cut occurs. In order tedegradual transitions, edge change ratios oranoti
vectors can be used[1], [2]. Since these approaokesthreshold based models for detection, their
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advantage is they are fast. Nevertheless, theysamsitive to changes in illumination and motion.
Furthermore, they are difficult to generalize few datasets. Recent works[3], [4] use machinaiegr

methods for making decisions and have receivedesgive results.

The basis of detecting shot boundaries in videmeeces is the fact that frames surrounding a
boundary generally display a significant changgh@ir visual contents. The detection process is the
recognition of considerable discontinuities in tigual-content flow of a video sequence. In thstfatep
of this process, feature extraction is performeteng the features depict various aspects of thealis
content of a video. Then, a metric is used to dgbhatite feature variation from k frame to frame k¥he
discontinuity value z(k, k+l) is the magnitude bfst variation and serves as an input into the detec
There, it is compared against a threshold T. Iftkimeshold is exceeded, a shot boundary betweerefra
k and k+l is detected. To be able to draw reliatmaclusions about the presence or absence of a shot
boundary between frames k and k+l , we need tothsefeatures and metrics for computing the
discontinuity values z(k, k+l) that are as discnating as possible. This means that a clear séparat
should exist between discontinuity-value rangesni@asurements performed within shots and at shot

boundaries.

Further in this paper section 2, shows the differfgatures that can be used to measure visual
discontinuity, section 3, shows the method usentplement video shot boundary detection algorithm,

section 4, gives a comparison between betweerrelifte methods.

DIFFERENT FEATURES THAT CAN BE USED TO MEASURE VISU AL
DISCONTINUITY

Pixel Differences
Two common approaches:
» Calculate pixel-to-pixel difference & Compare therswith a threshold

»  Count the number of pixels that change in valueentban some threshold & Compare the total

number against a second threshold.
Statistical Differences
» Divide image into regions
» Compute statistical measures from these regiogs faean, standard deviation)

» Compare the obtained statistical measures
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Compression Differences

« Use differences in the discrete cosine transfor@TPcoefficients of JPEG compressed frames
as the measure of frame similarity.

¢ Avoid the need to decompress the frames
Edges Differences

¢ The edges of the objects in the last frame befwehtird cut usually cannot be found in the first
frame after the hard cut,

e The edges of the objects in the first frame atterhard cut in turn cannot be found in the last
frame before the hard cut.

¢ Use Edge Change Ratio (ECR) to detect hard cute&dgntours: Based on edge change ratio
(ECR). Leton be the number of edge pixels in frame n, and Xmid Xn-1out the number of
entering and exiting edge pixels in frames in frameand n-1, respectively. The edge change
ratio ECRn between frames n-1 and n is defined as:

ECR,=max( X/ 8,.X/8,)

Motion Vector

Use motion vector to determine discontinuity.

Histograms Comparison

The most common method used to detect shot bowsdari
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* Provides good trade-off between accuracy and speed

* The simplest histogram method computes gray lewebtor histograms of the two images. If
the bin-wise difference between the two histograsnabove a threshold, a shot boundary is

assumed.
» Several extensions available: Using regions, regieighting, different distance metrics.

METHOD USE TO IMPLEMENT VIDEO SHOT BOUNDARY DETECTI ON
ALGORITHM

Many algorithms have been proposed for detectidgosshot boundaries and classifying shot
and shot transition types. Few published studiespeoe available algorithms, and those that do have
looked at limited range of test material. A compan of several shot boundary detection and
classification techniques can be done using thaiiations including histograms, discrete cosine
transform, motion vector, and block matching methothe performance and ease of selecting good
thresholds for these algorithms are evaluated basedwide variety of video sequences with a good m
of transition types. Threshold selection requiresagle-off between recall and precision that muwest b

guided by the target application.
Video Shot Boundary Detection Using Color Histogram

The approach here takes each (352 * 288) frantheof/ideo and computes a color histogram
using a total of 192 different colour bins wherelehin contains the percentage of pixels from thele
frame. When this is done, the color histogram tmteframe is checked against the histogram fooiige
following and a similarity metric is used to comguhe likeness between the two adjacent framesnWhe
the sequence of similarity values is analysed,d gfil show a big change in the sequence where the
shot boundary occurs, so by looking for these péakise differences, a shot boundary can be detecte
The peak in the values is required to be above samanum value before it will be detected as a shot
cut Video programmes will have many different typessbbt boundaries, and those where the shot
boundary occurs over a number of frames may nalebected by the method above. For example, a fade
or dissolve occurring over a 3 second period ig, aacookery or gardening program will span a tofal
75 frames and the incremental difference betwegacadt frames in this sequence will be quite small.
Furthermore, it is possible that the two separatessin such a transition may have similar cologii@md
hence colour histograms, anyway. Such omissiongifieult to avoid using colour histogram based
segmentation, but nevertheless this method is pepular and if used correctly it is very reliableda
accurate. On the downside it is slow to computeabse each frame of the digital video has to be

decoded and calculations run on it to extract ceébues.
Video Shot Boundary Detection Using Edge Detection

This approach looks not at the colour differendas, at the differences between the edges
detected in adjacent frames. Each frame in thdadligideo is turned into a greyscale image and Sobe

filtering applied to detect edges. The method lokmkssimilar edges in adjacent frames to detedia s
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boundary. The principle behind the edge detectjgpr@ach is that it can counter problems caused by
fades and dissolves and other transitions whichirarariant to gradual colour changes. With edge
detection, even when there are gradual transitlmtsveen shots, there should always be a pair of
adjacent frames where an edge is detected in odenat in the other and identifying an occurrente o
this on a large scale locates a shot transitioke tthe colour-based method above, this will regaire
minimum difference between adjacent frames to detexhot cut but it has the advantage of not being
fooled by a large colour change for example whergetea camera flash. In such a case the coloudbase
methods will register a large difference in coleund as a result it will detect a shot boundarythat
edge detection method will be looking for pixel edfifferences. The downside of this technique & th

it needs to decode each frame and as a result omagute slowly.
Video Shot Boundary Detection Using Using Macrobldcs

The third of our methods for shot boundary detegtunlike the others, is based on processing
the encoded version of the video. One of the festof MPEG-1 encoding is that each frame is broken
into a fixed number of segments called macroblasidthere are three types of these macroblockB; |-,
and B-. The classification of the different macmi types is done at the encoder, based on theomoti
estimation and efficiency of the encoding.

I-macroblocks are encoded independently of othecroblocks and are used when the segment
being encoded is very different in appearance fother segments around it in the same frame, or the
corresponding segment in previous or following fesmP-macroblocks do not encode the region in the
frame but instead haveraotion vector which indicates the difference between the curl@otk being
encoded and the corresponding block in the previame. This is refered to as motion compensation
and is used in video coding where objects remaitiostary or move only a short distance between
adjacent frames. B-macroblocks are bi-directionpidicted blocks and use both forward and backward

prediction.

Different types of video sequence lead to differeaees of |-, B- and P-macroblocks and
different types of shot transitions in particuland to have particular characteristic uses of nidoocgs.
Our use of macroblocks in this work is to see ifea@ identify and use these characteristics taohéte
shot boundaries directly from the compressed forthe video. For example, if a frame type that vebul
be expected to contain backward predicted blocks ¢t actually have any, then it could be sugdeste
that the future picture changes dramatically aml ¢buld indicate a shot boundary. Because it dpsra

on the encoded form directly, it is likely to be m@fficient than the other methods we use.
Video Shot Boundary Detection Using Segmentation Mieod

Although many methods have been proposed fortésk, finding a general and robust shot
boundary method that is able to handle the vari@msition types caused by photo flashes, rapidecam
movement and object movement is still challengWg present a novel approach for detecting video

shot boundaries in which we cast the problem oft sfoundary detection into the problem of text
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segmentation in natural language processing. Shi@ssible by assuming that each frame is a wald an

then the shot boundaries are treated as text sédrmendaries (e.g. topics).

The text segmentation based approaches in naturglihge processing can be used. The shot boundary
detection process for a given video is carriedtbraugh two main stages. In the first stage, fraares
extracted and labelled with pre-defined labelsthi second stage, the shot boundaries are idehkifie
grouping the labelled frames into segments. Wetlhisdollowing six labels to label frames in a video
NORM FRM (frame of a normal shot), PRE CUT (preaieaof a CUT transition), POST CUT (post-
frame of a CUT transition), PRE GRAD (pre-frameadBRADUAL transition), IN GRAD (frame inside

a GRADUAL transition), and POST GRAD (post-frameac6RADUAL transition).

Given a sequence of labelled frames, the shot igsland transition types are identified by logkimp
and processing the frames marked with a non NORMI kidel.

Video Shot Boundary Detection Using Motion ActivityDescriptor

The motion activity is one of the motion featuiesluded in the visual part of the MPEG-7
standard. It also used to describe the level ansity of activity, action, or motion in that video
sequence. The main idea underlying the methodsghentation schemes is that images in the vicinity
of a transition are highly dissimilar. It then seeb identify discontinuities in the video streafie
general principle is to extract a comment on eacage, and then define a distance[5] (or similarity
measure) between observations. The applicatiorh@fdistance between two successive images, the
entire video stream, reduces a one-dimensionabkignwhich we seek then the peaks (resp. holfow i

similarity measure), which correspond to momentsigh dissimilarity.

In this work, we used the extraction of key franrmesthod based on detecting a significant
change in the activity of motion. To jump 2 imagelich do not distort the calculations but we can
minimize the execution time. First we extract thetion vectors between image i and image i+2 then
calculates the intensity of motion, we repeat priscess until reaching the last frame of the vidad
comparing the difference between the intensitiesuatessive motion to a specified threshold. Tka id

can be visualised in figure below.

Fig:- The Idea of Video Segmentation Using Motionritensity.



Ravi Mishra & Sanjay Kumar Singhai 52

Video Shot Boundary Detection Using Independent Coponent Analysis

A new method for shot boundary detection usingepahdent component analysis (ICA) is
presented. By projecting video frames from illuntioa-invariant raw feature space into low
dimensional ICA subspace, each video frame is sgmted by a two-dimensional compact feature
vector. An iterative clustering algorithm basedaufaptive thresholding is developed to detect cots a
gradual transitions simultaneously in ICA subspdtes method has the following major steps: (i) Raw
feature generation from illumination-invariant chraticity histograms; (ii) ICA feature extractionii)(
Dynamic clustering for shot detection.

Video Shot Boundary Detection Using QR-Decompositin& Gaussian Transition Detection

The algorithm utilizes the properties of QR-decosipion and extracts a block-wise probability
function that illustrates the probability of vidé@ames to be in shot transitions. The probabilitydtion
has abrupt changes in hard cut transitions, and-Gamssian behaviour in gradual transitions. The
algorithm detects these transitions by analyzimgptobability function.

Video Shot Boundary Detection Using Similarity Anaysis

In this method we detect scene boundaries by derisg the self-similarity of the video across
time. For each instant in the video, the self snitiy for past and future regions is computed, afi as
the cross-similarity between the past and futuresighificantly novel point in the video, i. e. aese
boundary, will have high self-similarity in the pasd future and low cross-similarity between them.

Video Shot Boundary Detection Using Gist

Gist[6],[7] has been shown to characterize thecstire of images well while being resistant to
luminance change and also small translation. Wegisterepresentation to model the global appearance
of the scene. Gist treats the scene as one oljbath can be characterized by consistent global and
local structure. This method differs from prior Wdhat characterizes scene by the identity of dbjec
present in the image. Gist has been shown to perfeell on scene category recognition[6]. Gist also
provides good contextual prior for facilitating ebj recognition task[7]. Within one shot, due te th
motion, appearance or disappearance of objectgalloe histogram may not be consistent. Gist castur

the overall texture of the background while igngrthese small change due to foreground objects.

In order to compute gist-features we resize thageninto 128x128 pixels. The filters used to
compute gist are divided into 3 scales and 8 aamténi. After convolving with each of the 24 filters
images are equally divided into 16 blocks, andaterage is taken for each block. This results 384
dimensional (16 x 24) vector. The dimensionalityted features is reduced by using PCA. We retain th
top 40 components as our gist representation. fi@sent the color-content of the image, we compute
global histogram with 10 uniformly placed bins iGB as well as HSV color-space. This results in 60
additional dimensions encoding the color. We olsénat abrupt shot boundaries are marked by sharp-

changes in the gist and color features. Howeveratisolute change in features are not consistenssac
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videos or even across different shot boundariekimnvihe same videos. Thus, a simple pair-wise frame

difference will not work in order to detect shotumdaries.

COMPARISON OF VARIOUS METHODS OF VIDEO SHOT BOUNDAR Y
DETECTION

Here we are using four different methods invohiadvideo shot boundary detection for

comparison, GIST, Color Histogram, Segmentationfotion Activity Descriptor.
Color Histogram Method

This technique is able to differentiate abrupttdfmundaries by the analysis of color histogram
differences and smooth shot boundaries but tempmiak variation. This provides a simple and fast
algorithm able to work in real-time with reasonabigh performances in a video indexing tool.

The algorithm firstly extracts abrupt shot disé¢ouities by the analysis of the color histogram
difference, and then it detects possible gradustatitinuities for the following discrimination from
motion activity as they behave a smooth discontynpattern. The simplicity of the method reliestbe
low complexity of the computation of the color loigtam difference and that the most of the subsequen
analysis is performed over the resulting 1-D sigbjallike techniques based on pixel difference betwe
adjacent frames, color histogram techniques reabiglaer degree of independence to object motion
within a frame sequence. A shot is detected by @mg the present value with a threshold value. The
threshold value for cut detection used in the filstivative signal is obtained from the percentafythe
maximum possible value of the color histogram dédfeee. A cut is only detected when an abrupt

variation overcome a certain percentage of colangk in a video sequence.

The advantage of this method is that it takes adoount the global variation of the image,

being therefore less sensitive to camera or objestement.
Segmentation Method

The simplest approach as in color histogram isdmpute the differences between the color
distributions of consecutive frames and use a hulesto classify whether a hard cut occurs. In ptde
detect gradual transitions, edge change ratios atiom vectors can be used [1], [2]. Since these
approaches use threshold based models for detetiigin advantage is they are fast. Nevertheléssy; t
are sensitive to changes in illumination and motfeurthermore, they are difficult to generalize fiew
datasets. Recent works [3], [4] use machine legrmiethods for making decisions and have received

impressive results on the test videos.

Given a sequence of labeled frames, the shot lawigsdand transition types are identified by
looking up and processing the frames marked. Tellabframe in a video, we must firstly extract the
features for that frame and then use a classifidich has been trained in advance by the annotated
frames, to classify it into one of the six categerNORM_FRM(frame of a normal shot), PRE CUT
(pre-frame of a CUT transition), POST CUT (postieaof a CUT transition), PRE GRAD (pre-frame of
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a GRADUAL transition), IN GRAD (frame inside a GRAIAL transition), and POST GRAD (post-
frame of a GRADUAL transition).

SVM is used in this method for shot boundary diwec Support Vector Machines (SVM) is a
statistical learning method based on the structiske minimization principle[8]. It has been very
efficiently proved to be useful in many pattern agwition applications[9]. In the case of binary
classification, the objective of the SVM is to fitde best separating hyperplane with a maximum
margin. To train this classifier, we manually aratetl frames in the training data. Using the trained

classifier, we can label a sequence of frames.

Since the classifier occasionally produces fatseliptions due to the variations caused by photo
flashes, rapid camera movement, and object movenwey using the perfect match between the
predefined patterns and sub-sequences usually sldpy of the true shot boundaries. Instead, weause
more flexible matching algorithm in which a matchdeclared if a Since the classifier occasionally
produces false predictions due to the variationssed by photo flashes, rapid camera movement, and
object movement, only using the perfect match betwthe predefined patterns and sub-sequences
usually skips many of the true shot boundarieseb; we use a more flexible matching algorithm in
which a match is declared if a portion of the pfedsl pattern is found in the input subsequence.

Motion Activity Discriptor

Video segmentation based on motion [10] is a nesearrch area. Motion is a salient feature in
video, in addition to other typical image featusesh as color, shape and texture. The motion aciwi
used in different applications such as video sllarge, fast browsing, dynamic video summarization,
content-based querying etc. This information canefcample be used for shot boundary detection, for

shot classification or scene segmentation [11].

The magnitude of the motion vectors representeasnre of intensity of motion activity that
includes several additional attributes that comteltowards the efficient use of these motion dptms
in a number of applications. Intensity of activiiy?] is expressed by an integer in the range (&fis)

higher the value of intensity, higher the motioti\aty.

The motion features are extracted using the motiectors. Block motion techniques are
employed to extract the motion vectors. To extthetmotion intensity, the motion of the moving atge
has to be estimated first. This is called motiotinestion. The commonly used motion estimation
technique in all the standard video codecs is thekbmatching algorithm (BMA). Block matching is
used to retrieve an initial estimate of the imadggpldcement. To obtain a dense displacement field,
matching with adaptive block sizes was implementedhis typical algorithm, a frame is divided into
blocks of M x N pixels or, more usually, squaredid® of N2 pixels [13]. Then, we assume that each
block undergoes translation only with no scalingaiation. The blocks in the first frame are coneghr
to the blocks in the second frame. Motion Vectan then be calculated for each block to see where

each block from the first frame ends up in the sddoame. For every video sequence we determine the
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number of shots, the number of shots correctly ntepo the number of false detections and the number

of non reported shots.

For each sequence we also drawctimee of the distances between the successive &rame
These curves are mainly used to determine thehbles/alues, but they also give an idea about the

capacity of the used technique in detecting traomst
GIST Method

In this method we apply gist and color featuresefaresent the individual frames. Gist [6],[7]
has been shown to characterize the structure ajemavell while being resistant to luminance change
and also small translation. Thus, it is ideallytedifor our application of shot boundary detectidhe
most intuitive way to detect shot change is to cot@pghe pixel difference of two consecutive framigs,
the overall difference is larger than some threghitlis detected as a shot boundary [14],[15].sThi
method results in a large number of vectors armlisgeptible to camera motion and object motion. The
sensitivity to motion is reduced by extracting teat from the whole frame, among which histogram is
the mostly used [16],[17],[18]. The disadvantagglobal features is it tends to have low perforneaat
detecting the boundary of two similar shots. Toahak the tradeoff of resistance to motion and
discriminating similar shots, a region based featigr proposed. Region-based method divides each
frame into equal-sized blocks, and extracts a sttatures per block [19],[20]. Based on the assionp
that color content doesn’t change rapidly within Baross shots, color is the mostly used featurék [
others are edges and textures [19].

Assume that features computed in the first stagesanilar within one shot but vary across
shots, one can compute the distance of featureongectf adjacent frames, and compare it against a
threshold. A distance higher than the thresholdllsgeorresponds to a hard cut. This fixed thredtisl
hard to detect gradual transitions because ofatg-shanging nature [19]. In addition, most vidéwae
variations in each frame and also sudden chand@miine shot, such as appearance of a new object.
Computing the distance of multiple frames will cainthese variations [19]. Another method is to vary
the threshold depending on the average distand@rnwiihe current shot or the statistics of the whole
video [15]. The problem was also formulated asreaty classification task in which two classes are
"transition” and "no transition”. Within one shotiue to the motion, appearance or disappearance of
objects, the color histogram may not be consist@rgt captures the overall texture of the backgdoun
while ignoring these small change due to foregroohjects. A classifier trained to detect such rare
occurrence would be biased to treat all frames @stransition. But the  classifier approach is
impractical. Instead, we treat the task of detgcshot boundaries as an outlier detection probl&fa.
use a simple z-score metric to determine outliéte first strategy measures the z-score across all
dimensions (assuming they are independent). Thendestrategy counts the number of dimensions in
which the given data-point is an outlier. In preetiwe observe that both strategies perform weé. W

define detected interval as the interval of theugrof consecutive detected frames, and its widéh th
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number of frames it contains. For each detecteghvat, we mark it as cut if its width is higher tha

some threshold wt, as gradual transition otherwise.

This method proposed gist and color featurestiot-boundary detection in video. This method
posed the task as an outlier detection problemhéngradient domain and proposed a simple z-score
based approach to solve the problem. We obsertegtbais better than color features for detecting

abrupt transitions. However, color performs befitergradual transitions.
CONCLUSIONS

In this paper we presented various different aagnes used for video — shot boundary
detection process and give a comparison betweer sbrthe most commonly employed methods. We
can conclude from the above discussion that alie¢hmeethods has some or the other problem and some

of its advantages.

The method that seemed to produce good resutsthe®IST method. As it used two different
approaches color and gist advantages at diffetages.
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